Statistical Multi-Objects Segmentation for Indoor/Outdoor Scene Detection and Classification via Depth Images
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Abstract—With the advancement of technology, intelligence capabilities of machines are growing day by day. Researchers are committed to equip the machines with the capability of thinking humanly. Currently, the machines can sense and process information gathered from sensors. However, still there is a huge gap to improve the capability of thinking and understanding real scenes. Scene understanding is a fiery area of research now a day. Therefore, we have proposed a model to understand and recognize a scene using depth data to make machines capable of interpreting the real time scenes like humans. The proposed recognition technique is a novel segmentation framework that uses statistical multi object segmentation to learn robust scene model and segregate the objects in the scene. Then, the unique features are extracted from these segregated objects to further process for recognition using linear SVM. Finally, multilayer perceptron is provided with the features and weights for the recognition of the scene. Our system demonstrated significant improvement over state-of-the-art systems. The proposed system is effective in autonomous vision systems like robotic vision, GPS based location finder, sports and security.
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I. INTRODUCTION

Scene understanding has been studied comprehensively. Though scene interpretation and understanding is not only a challenge in RGB, but also in depth images. RGB with depth images provide more information to localize, detect and label the foreground objects in a scene [1-4]. These scenes are labeled and analyzed on the basis of correct segmentation and recognition of multiple objects in the scene. Although scene understanding is an advanced problem than object detection but it purely dependent on the object detection technique which leads towards the correct scene understanding, recognition and labeling [5-9]. Therefore to achieve better results in indoor/outdoor robotics navigation, virtual reality, automatic guided vehicles and security there is a requirement to improve the quality of scene recognition techniques [10-15].

Some works dealt with the scene understanding problem by using the scene segmentation employing edge detection techniques [16-18]. In [19] S. Gupta et al. generalized gPb – ucm technique for hierarchical segmentation using boundary detection approach on depth images. After segmentation they applied histogram of oriented gradients (HOG) combined with deformable part model (DPM) for object detection. Finally by classifying superpixels into dominant categories of objects, they perform semantic segmentation, developing generic and class-specific features to obtain the objects label. X. Ren et al. extended kernel descriptors to convert local kernels to patch kernels [20]. They further combine two techniques: using MRG and using segmentation tree to show contextual relationships. An edge detection followed by connected components and filtering process is proposed by M. Dimitriou et al. [9] to detect multiple objects in a complex scene. Moreover they used Linear Spatial Pyramid Matching for classification of objects. In [21] D. Lin et al. proposed extended version of Constrained Parametric Min-Cuts (CPMC) framework. They achieved the goal of scene understanding by 2D segmentation and finding the contextual relations using conditional random fields between objects and scenes. K. Lai et al. in [22] presented a scene labeling system that combines learned features from RGB-D images and point clouds. On the basis of these features, assigns a label to the objects.

In our work, we have proposed a novel idea of hybrid HOG and local geometrical features for detection and recognition and multilayer perceptron for scene understanding. The final scene labels are acquired by processing data in four steps. Initially acquisition, smoothing and edge detection is performed. A combination of HOG and geometrical features are computed as second step. Then recognition of objects using linear SVM. At the final step, for scene recognition we applied multilayer perceptron. Furthermore, the proposed method is evaluated on publically available RGB-D scenes, RGB-D 7-Scenes [23] and NYUDv1 datasets [24]. It is observed that remarkable recognition results over state-of-the-art methods are considered.

The rest of the paper is organized as follows: Section II presents the flow architecture of our system methodology which comprises of edge detection, calculating gradients, feature computing, object detection and scene classification. Section III presents the analysis and comparison of the classification rate of our work with other state-of-the-art scene recognition systems using NYUDv1, RGB-D Scenes and RGB-D 7-Scenes datasets. Finally, section IV concludes the paper.
II. SYSTEM METHODOLOGY

The proposed system is comprised of four steps as illustrated in Fig. 1. Preprocessing to smooth the image, edge detection to segregate the objects and morphological operations to improve the segment boundaries are performed at first stage as segmentation process. Geometrical features are computed and extracted for object detection at second stage. Stage three encompassed of object recognition using linear SVM while the last and fourth stage is scene recognition of indoor scenes using multilayer perceptron.

A. Preprocessing & Enhanced Edge Detection

The depth image is acquired in the format of .png for preprocessing purpose [25-27]. Median filter [28-30] is applied as it keeps the edges preserved during noise removal as well as smoothed the image [31-34] as shown in the Fig. 2.

Fig. 2. Depth images before and after preprocessing, first row contains the raw depth images while second row illustrates the filtered images.

The edges are detected from the image acquired after preprocessing as median filter made it smooth and blurred. To detect the edges, blurred image is used to calculate the magnitude of the gradients [35-36]. After calculation of gradients, the edges are selected with large magnitudes. These selected edges are processed for sharp and thin edges using edge thinning process. Fig.3 demonstrates the detected edges of the depth images.

Furthermore, to detect the strong edges, double thresholding is applied that uses a range of gray level values between $\alpha$ and $\beta$. If the thresh value lies in the range, then the pixel is assigned 1(converted to white) otherwise 0 formulated as under:

$$|p| = \begin{cases} 1, & tv1 < p < tv2 \\ 0, & otherwise \end{cases}$$ (1)

where $p$ is gray value of the respective pixel, $tv1$ is lower threshold value and $tv2$ is the upper threshold value. Then the connected edges are considered as the final edges which reflects the segmented objects.

B. Features Computation

Two different type of features are computed and combined to achieve better results. The standard HOG [37-39] using depth information and geometrical features over segmented objects are used for feature computation.

HOG produces very good result against sharp edges. As we have segmented the images using edge detection and preserved the edges so HOG is used for improved accuracy purposes. Histogram of Gradients for depth images is used to obtain the cue [40-43] regarding surface orientation along with the depth discontinuities. The contrast normalization [44, 45] is then computed to clear the orientation of gradients which helps to recognize the surfaces at different depths for viewer.

Local geometrical features are calculated on the basis of four key points (extreme points) and centroid. These extreme points laid the foundation for the extraction of geometrical features including Euclidian distance, perimeter and area of triangles drawn using these extreme points and centroid.

To measure the Euclidian distance between any of two extreme points $a$ and $b$ respectively, over the segmented object [46-48] in the depth image, mathematical formulation can be expressed as:

$$||dist|| = \sqrt{(a_x - b_x)^2 + (a_y - b_y)^2}$$ (2)

where $dist$ is the Euclidian distance between $a, b$ two points having indices $1$ and $2$.

To calculate the area $\hat{A}$ of triangle, three out of four extreme points and centroid are connected to complete a triangle for a segmented object. Area $\hat{A}$ of the particular triangle for the segmented object may be formulated as:

$$\hat{A} = \sqrt{P (P - PQ)(P - QR)(P - RP)}$$ (3)

where $P$ represents half of the perimeter, $PQ, QR$ and $RP$ are the sides of triangle and $\hat{A}$ symbolizes the area of triangle. Fig. 4 represents the average area of each class.
C. Object Detection & Recognition

Computed features are provided to Linear SVM [49-52] for recognition of the detected objects. SVM can use various kernel functions for different scenarios. Here we implemented linear SVM that considers multiclass problem as multiple binary classes to classify according to the known class labels. The object is assigned with an appropriate class label on successful matching of input features whereas all the other classes are negated. Fig. 5 demonstrates the flow of linear SVM. Linear SVM can be demonstrated mathematically by a line or hyperplane.

\[ W \cdot X + b = 0 \]  

(4)

Where \( W \) represents a vector which is called a weight vector and \( W = w_1, w_2, w_3, ..., w_n \), \( b \) is a scalar called bias and \( X \) is feature input vector \( X = x_1, x_2, x_3, ..., x_n \).

D. Scene Recognition Using The Perceptron Classifier

As for as supervised learning is concerned, the perceptron [53, 54] classifier is known to be one of the best binary classifiers. Fig. 6. Demonstrates the flow of multilayer perceptron. It takes features vector [55-59] as input combined with weights. A multilayer perceptron is class of feedforward artificial neural network. The nodes of the perceptron consists of three layers. Layer which takes feature vector and weights/bias as input is called input layer, output layer where the output is provided and the hidden layer between input and output layers. Hidden layers may vary from one to many according to the problem specifications. The process for any perceptron may be defined as under:

1. Generate an input output pair \( x \) and \( y_{pred} \) respectively.
2. Present the network with \( x \) and the \( y_{org} \) output to be generated.
3. To compute the error, calculate difference of \( y_{pred} \) and \( y_{org} \).
4. Adjust weight \( w_{new} \) to reduce error
5. Repeat 2-4 multiple times

Now learning rule may be represented as under:

1. Randomly initialize the weights
2. Compute the following for each training pair \( x, y_{pred} \)
   
where \( x \) is a set of input features and \( y_{pred} \) is predicted class label.

   a. Compute output \( y_{pred} \)
   b. Compute error, \( \delta = (y_{pred} - y_{org}) \)
   c. Update weights by using \( \delta \) as under:

\[ \Delta w = w_{new} - w_{old} \] or \[ \Delta w = y \cdot \delta \cdot x \]

where \( y \) represents learning rate which defines the smoothness of learning process.

3. Repeat 2 until minimum value of \( \delta \) (zero) / convergence

\[ \delta = (y_{pred} - y_{org}) \]
III. PERFORMANCE EVALUATION

The experimental studies are carried out at NYUDv1 and RGB-D Scenes datasets v2 to access the accuracy and efficiency of our proposed model. Datasets description and comparison with other state of the art methods is provided in the following subsections.

A. Dataset Descriptoin of NYUDv1 Dataset

NYUDv1 dataset [24] consists of 64 different indoor scenes of 7 types having 2347 unique & labeled frames while 1,08,617 unlabeled frames. These unique frames and scenes belongs to the following classes: bathroom, bedroom, bookstore, café, kitchen, living room and office. Both the raw and labeled datasets are available. Labeled dataset is the subset of the raw dataset. Fig. 8 shows few examples of NYUDv1 datasets.

B. Dataset Descriptoin of RGB-D 7-Scenes Dataset

Newly developed dataset on RGB-D [23] images having seven scenes. The scene labels are as under: Chess, Fire, Heads, Office, Pumpkin, RedKitchen and Stairs. The dataset consists of 26K training and 17K test frames. Fig. 9 shows few examples of RGB-D 7-scenes datasets.

C. Dataset Descriptoin of RGB-D Scenes v2 Dataset

The RGB-D Scenes Dataset v2 [60] consists of 14 scenes containing furniture (chair, coffee table, sofa, table) and a subset of the objects in the RGB-D Object Dataset (bowls, caps, cereal boxes, coffee mugs, and soda cans). Fig. 10. Illustrates examples of RGB-D Scenes dataset.

D. Performance Evaluation of RGB-D Scenes V2 dataset and RGB-D 7-Scenes dataset

Table I presents the segmentation accuracy compared with the annotated benchmark datasets of RGB-D Scenes v2 and NYU-Dv1 dataset.

<table>
<thead>
<tr>
<th>Object Class</th>
<th>Segmentation Mean Accuracy % (NYUD v1)</th>
<th>Object Class</th>
<th>Segmentation Mean Accuracy % (RGBD v2 Scenes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chair</td>
<td>85.75</td>
<td>Chair</td>
<td>86.29</td>
</tr>
<tr>
<td>Table</td>
<td>80.27</td>
<td>Coffee Table</td>
<td>79.71</td>
</tr>
<tr>
<td>Monitor</td>
<td>85.88</td>
<td>Sofa</td>
<td>63.25</td>
</tr>
<tr>
<td>Cupboard</td>
<td>47.52</td>
<td>Table</td>
<td>75.88</td>
</tr>
<tr>
<td>Bowl</td>
<td></td>
<td></td>
<td>57.71</td>
</tr>
<tr>
<td>Caps</td>
<td></td>
<td></td>
<td>49.78</td>
</tr>
<tr>
<td>Cereal Box</td>
<td></td>
<td></td>
<td>49.97</td>
</tr>
<tr>
<td>Coffee Mug</td>
<td></td>
<td></td>
<td>73.76</td>
</tr>
<tr>
<td>Soda Cans</td>
<td></td>
<td></td>
<td>49.87</td>
</tr>
<tr>
<td>Wall</td>
<td></td>
<td></td>
<td>88.27</td>
</tr>
<tr>
<td>Floor</td>
<td></td>
<td></td>
<td>87.51</td>
</tr>
<tr>
<td>Overall accuracy</td>
<td>74.85</td>
<td>Overall accuracy</td>
<td>69.27</td>
</tr>
</tbody>
</table>

Table II shows the evaluation results as a confusion matrix for the accuracy of RGB-D Scenes dataset.

*CH = chair, CT = coffee table, SO = sofa, TB = table, BO = bowl, CP = cap, CB = cereal box, CM = coffee mug, SC = soda can, WL = wall, FL = floor.
Table III shows the comparison of the proposed method with the other state-of-the-art methods and depicts a significant improvement over other methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>NYUD v1</th>
<th>RGB-D Scenes</th>
</tr>
</thead>
<tbody>
<tr>
<td>RANSAC [61]</td>
<td>62.7%</td>
<td>-----</td>
</tr>
<tr>
<td>RFS+Scene [62]</td>
<td>64.97%</td>
<td>-----</td>
</tr>
<tr>
<td>SVM+Scene [62]</td>
<td>64.90%</td>
<td>-----</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>74.85%</td>
<td>69.27%</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

We have introduced an effective approach for scene understanding on depth images by applying statistical multi-object segmentation. The segmentation process reveals the modified edge detection technique followed by morphological operations to get the clear segments. A hybrid of HOG and local geometrical features over segmented depth images are computed to detect the objects in the image. The computed feature vector is then passed to linear SVM for object recognition. Finally, the simple perception is applied to predict the scene label.

In future, we are devoted to apply Convolutional Neural Network for semantic segmentation on RGB, depth and RGB-D datasets.
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